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Praise for Deep Learning for Finance

As the scientific director of a leading program in market finance for over 10 years, I can
testify to the immense quality of this book. Deep Learning for Finance is a magisterial

work that stands as a landmark in the field of quantitative trading, data science,
and financial algorithms. The author’s profound knowledge and deep insights are

evident throughout the book, which is written with clarity and precision. It will
undoubtedly become a reference in this specialized field in which the inherent

complexity of the subject is rarely well served in disclosure books. This one
is an exception, striking the perfect balance between clarity and precision

without becoming oversimplistic or overcomplex. It is an essential read
for anyone interested in the cutting edge of quantitative trading/finance,

both for master’s degree students in finance and for practitioners.
—Amaury Goguel, Head of MSc Financial Markets

& Investments, SKEMA Business School, Paris

This is the book I wish I had read when I started developing ML trading algorithms
as a quantitative investment strategist.

—Ning Wang, Quantitative Investment Structurer, Barclays

Sofien is a master, providing the right balance of detail and autonomy,
allowing readers to connect the dots themselves.

—Timothy Kipper, Head of Business Development, Coperniq.io
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Preface

Learning never exhausts the mind.
—Leonardo da Vinci

Machine learning and deep learning have completely changed the finance industry in
recent years. The different learning models are well suited to a world where data is
abundant and continuous. Data is the new gold, and its value keeps rising as proper
analyses lead to key business decisions, which are the driver of economic shifts.

The rise of quantitative funds is living proof that the world of data science has much
to offer to the trading world. After fundamental and technical traders, a new breed of
leaders of the universe is emerging. These are the quantitative traders who rely on
machine-based algorithms with extremely complex operations that seek to forecast
and outperform the markets.

This book covers in detail the subject of deep learning for finance.

Why This Book?
I have spent my career researching trading strategies, techniques, and all things
related to the financial world. Through the years, I have become familiar with a few
algorithmic models that have the potential of adding value to the trading framework.
In this book, I discuss different learning models and their applications in the trading
world, with a focus on deep learning and neural networks. My main aim is to cover
them in such a way that everyone understands how they function.

Machines can perform operations and detection better than humans for many rea‐
sons, one of which is their objectivity. This means that one of the key skills you will
learn is how to use Python to create the algorithms required to do such operations.
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As mentioned, my objective is to provide a comprehensive introduction to the use of
deep learning in finance. I do this by discussing a wide range of topics, including data
science, trading, machine and deep learning models, and reinforcement learning
applications for trading.

The book begins with an overview of the field of data science and its role in the
finance world. It then delves into the knowledge requirements, such as statistics,
math, and Python, before focusing on how to use machine and deep learning in trad‐
ing strategies.

Who Should Read It?
This book is intended for a wide audience, including professionals and academics in
finance, data scientists, quantitative traders, and students of finance of any level. It
provides a thorough introduction to the use of machine and deep learning in time
series prediction, and it is an essential resource for anyone who wants to understand
and apply these powerful techniques.

The book assumes you have basic background knowledge in both Python program‐
ming (professional Python users will find the code very straightforward) and finan‐
cial trading. I take a clear and simple approach that focuses on the key concepts so
that you understand the purpose of every idea.

Conventions Used in This Book
The following typographical conventions are used in this book:

Italic
Indicates new terms, URLs, email addresses, filenames, and file extensions.

Constant width

Used for program listings, as well as within paragraphs to refer to program ele‐
ments such as variable or function names, databases, data types, environment
variables, statements, and keywords.

Constant width bold

Shows commands or other text that should be typed literally by the user.

Constant width italic

Shows text that should be replaced with user-supplied values or by values deter‐
mined by context.
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This element signifies a tip or suggestion.

This element signifies a general note.

This element indicates a warning or caution.

Using Code Examples
Supplemental material (code examples, exercises, etc.) is available for download at
https://github.com/sofienkaabar/deep-learning-for-finance.

If you have a technical question or a problem using the code examples, please send
email to bookquestions@oreilly.com.

This book is here to help you get your job done. In general, if example code is offered
with this book, you may use it in your programs and documentation. You do not
need to contact us for permission unless you’re reproducing a significant portion of
the code. For example, writing a program that uses several chunks of code from this
book does not require permission. Selling or distributing examples from O’Reilly
books does require permission. Answering a question by citing this book and quoting
example code does not require permission. Incorporating a significant amount of
example code from this book into your product’s documentation does require
permission.

We appreciate, but generally do not require, attribution, which usually includes the
title, author, publisher, and ISBN. For example: “Deep Learning for Finance by Sofien
Kaabar (O’Reilly). Copyright 2024 Sofien Kaabar, 978-1-098-14839-3.”

If you feel your use of code examples falls outside fair use or the permission given
above, feel free to contact us at permissions@oreilly.com.
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CHAPTER 1

Introducing Data Science and Trading

The best way to begin learning about a complex topic is to break it down into smaller
parts and understand those pieces first. Understanding deep learning for finance
requires knowledge of data science and financial markets.

This chapter lays the building blocks needed to thoroughly understand data science
and its uses, as well as to understand financial markets and how trading and forecast‐
ing can benefit from data science.

By the end of the chapter, you should know what data science is, what its applications
are, and how you can use it in finance to extract value.

Understanding Data
It is impossible to understand the field of data science without first understanding the
types and structures of data. After all, the first word for the name of this immense
field is data. So, what is data? And more importantly, what can you do with it?

Data in its simplest and purest form is a collection of raw information that can be of
any type (numerical, text, boolean, etc.).

The final aim of collecting data is decision-making. This is done through a complex
process that ranges from the act of gathering and processing data to interpreting it
and using the results to make a decision.

Let’s take an example of using data to make a decision. Suppose you have a portfolio
composed of five different equally weighted dividend-paying stocks, as detailed
in Table 1-1.
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Table 1-1. Stocks and their dividend yields

Stock Dividend yield
A 5.20%
B 3.99%
C 4.12%
D 6.94%
E 5.55%

A dividend is the payment made to shareholders from a company’s
profits. The dividend yield is the amount distributed in monetary
units over the current share price of the company.

Analyzing this data can help you understand the average dividend yield you are
receiving from your portfolio. The average is basically the sum divided by the quan‐
tity, and it gives a quick snapshot of the overall dividend yield of the portfolio:

Average dividend yield = 5.20% + 3.99% + 4.12% + 6.94% + 5.55%
5 = 5.16%

Therefore, the average dividend yield of your portfolio is 5.16%. This information can
help you compare your average dividend yield to other portfolios so that you know
whether you have to make any adjustments.

Another metric you can calculate is the number of stocks held in the portfolio. This
may provide the first informational brick in constructing a wall of diversification.
Even though these two pieces of information (average dividend yield and the number
of stocks in the portfolio) are very simple, complex data analysis begins with simple
metrics and may sometimes not require sophisticated models to properly interpret
the situation.

The two metrics you calculated in the previous example are called the average (or
mean) and the count (or number of elements). They are part of a field called descrip‐
tive statistics discussed in Chapter 3, which is also itself part of data science.

Let’s take another example of data analysis for inferential purposes. Suppose you have
calculated a yearly correlation measure between two commodities, and you want to
predict whether the next yearly correlation will be positive or negative. Table 1-2 has
the details of the calculations.
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1 OHLC refers to the four essential pieces of market data: open price, high price, low price, and close price.

Table 1-2. Yearly correlation measures

Year Correlation
2015 Positive
2016 Positive
2017 Positive
2018 Negative
2019 Positive
2020 Positive
2021 Positive
2022 Positive
2023 Positive

Correlation is a measure of the linear reliance between two time
series. A positive correlation generally means that the two time ser‐
ies move on average in the same direction, while a negative correla‐
tion generally means that the two time series move on average in
opposite directions. Correlation is discussed in Chapter 3.

From Table 1-2, the historical correlation between the two commodities was mostly
(i.e., 88%) positive. Taking into account historical observations, you can say that there
is an 88% probability that the next correlation measure will be positive. This also
means that there is a 12% probability that the next correlation measure will be
negative:

E Positive correlation = 8
9 = 88.88%

This is another basic example of how to use data draw inferences from observations
and make decisions. Of course, the assumption here is that historical results will
exactly reflect future results, which is unlikely in real life, but occasionally, to predict
the future all you have is the past.

Now, before discussing data science, let’s review what types of data can be used and
segment them into different groups:

Numerical data
This type of data is composed of numbers that reflect a certain type of informa‐
tion that is collected at regular or irregular intervals. Examples can include mar‐
ket data (OHLC,1 volume, spreads, etc.) and financial statements data (assets,
revenue, costs, etc.).
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Categorical data
Categorical data is data that can be organized into groups or categories using
names or labels. It is qualitative rather than quantitative. For example, the blood
type of patients is a type of categorical data. Another example is the eye color of
different samples from a population.

Text data
Text data has been on the rise in recent years with the development of natural
language processing (NLP). Machine learning models use text data to translate,
interpret, and analyze the sentiment of the text.

Visual data
Images and videos are also considered data, and you can process and transform
them into valuable information. For example, a convolutional neural net‐
work (CNN) is a type of algorithm (discussed in Chapter 8) that can recognize
and categorize photos by labels (e.g., labeling cat photos as cats).

Audio data
Audio data is very valuable and can help save time on transcriptions. For exam‐
ple, you can use algorithms on audio to create captions and automatically create
subtitles. You can also create models that interpret the sentiment of the speaker
using the tone and volume of the audio.

Data science is a transdisciplinary field that tries to extract intelligence and conclu‐
sions from data using different techniques and models, be they simple or complex.
The data science process is composed of many steps besides just analyzing data. The
following summarizes these steps:

1. Data gathering: This process involves the acquisition of data from reliable and
accurate sources. A widely known phrase in computer science generally credited
to George Fuechsel goes “Garbage in, garbage out,” and it refers to the need to
have quality data that you can rely on for proper analysis. Basically, if you have
inaccurate or faulty data, then all your processes will be invalid.

2. Data preprocessing: Occasionally, the data you acquire can be in a raw form, and
it needs to be preprocessed and cleaned for the data science models to be able to
use it. For example, dropping unnecessary data, adding missing values, or elimi‐
nating invalid and duplicate data can be part of the preprocessing step. Other,
more complex examples can include normalization and denoising of data. The
aim of this step is to get the data ready for analysis.

3. Data exploration: During this step, basic statistical research is conducted to find
trends and other characteristics in data. An example of data exploration is to
calculate the mean of the data.
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